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a b s t r a c t

In this paper, we describe how the swimming of linked-rigid bodies can be simulated using
smoothed particle hydrodynamics (SPH). The fluid is assumed to be viscous and weakly
compressible though with a speed of sound which ensures the Mach number is �0.1 and
the density fluctuation (relative to the average density) is typically 0.01. The motion is
assumed to be two-dimensional. The boundaries of the rigid bodies are replaced by bound-
ary particles and the forces between these particles and the fluid particles determine the
forces and torques on the rigid bodies. The links between the bodies are described by con-
straint equations which are taken into account by Lagrange multipliers. We integrate the
equations by a second-order method which conserves linear momentum exactly and, in
the absence of viscosity, is reversible. We test our method by simulating the motion of a
cylinder moving in a viscous fluid both under forced oscillation, and when tethered to a
spring. We then apply our method to three problems involving three linked bodies. The
first of these consists of three linked diamonds in a periodic domain and shows the conver-
gence of the algorithm. The second is the system considered by Kanso et al. [E. Kanso, J.E.
Marsden, C.W. Rowley, J.B. Melli-Huber, Locomotion of articulated bodies in a perfect fluid,
J. Nonlinear Sci. 15 (2005) 255–289 (referred to in the text as K05)] and our results show
similar behaviour for the same gait. The third example clarifies the conservation of angular
momentum by simulating the motion of three linked ellipses moving within and through
the surface of an initially circular patch of fluid. Our method can be easily extended to
linked bodies swimming near surfaces, or to swimming near fixed boundaries of arbitrary
shape, or to swimming in fluids which are stratified. Some of these systems have biological
significance and others are applicable to the study of undersea vessels which move because
of shape changes.

Crown Copyright � 2008 Published by Elsevier Inc. All rights reserved.
1. Introduction

This paper is concerned with the swimming of linked rigid bodies in an weakly compressible, viscous fluid. It is closely
connected with mathematical and computational studies of the swimming of fish, and with the motion of underwater vehi-
cles and robotic fish propelled by changes of shape. There is an extensive literature on observational studies of swimming
fish beginning with the work of Gray [9], together with approximate analytical models for low Reynolds number swimming
[11,18,34,36] and high Reynolds number swimming [17], Lighthill collected papers [19], and a monograph [3]. Reviews of
fish swimming modes by Sfakiotakis et al. [35] and Triantafyllou et al. [37] discuss many experimental and mathematical
studies of swimming in nature.

By comparison with the observational work on swimming, the numerical simulation of swimming is in its infancy. The
early numerical work concentrated on highly simplified models, a typical example of which is the simulation of an oscillating
2008 Published by Elsevier Inc. All rights reserved.
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filament [7] where the oscillation of the filament is specified as a simple wave and the motion is assumed to be forward. A
common practice is to take details of the fish motion from observation and then use this information as a boundary condition
on the flow. Wolfgang et al. [40] use this method to determine the near flow dynamics, especially the vorticity distribution,
of a swimming giant danio. Liu et al. (1996, 1997) [20,21] calculated the flow induced by specified motion of a tadpole, but
they did not calculate the full dynamics of tadpole and fluid. Attempts to model the complete motion of the fish and the fluid
have not been so successful. For example, Carling et al. [1] simulated eel-like (aguiliform) motion, by solving the Navier–
Stokes equations and including feedback from the fluid motion to that of the eel, but the resulting flow pattern disagrees
with observations [38]. Both the analytical and numerical simulations have concentrated on forward motion rather than at-
tempt the more complex turns and rapid accelerations of real fish.

The present simulations are closest to the recent work on the motion of linked bodies in a infinite, two-dimensional,
inviscid (Kanso et al. (2005 subsequently referred to as K05) [12] and Melli et al. [22]) or viscous [5,6] fluid. When the fluid
is inviscid it is possible to bring powerful mathematical formalisms to bear on the problem in a manner similar to the motion
of a single body in an inviscid fluid (see for example [14]). However, for problems involving free surfaces, or complicated
rigid boundaries, or a stratified fluid, these methods become very complicated.

The aim of this paper is to construct and test algorithms that can be used to study the swimming of linked bodies in con-
figurations involving any combination of confined regions, free surfaces or stratified fluids. We use smoothed particle hydro-
dynamics (SPH) the details of which are described in a recent review [29] because it is easy to use for these complicated
problems and, as we show here, the method gives satisfactory accuracy for moderate numbers of particles (defined as allow-
ing us to run a simulation in 30 min on a Mac Powerbook). We take into account the viscous and pressure interaction be-
tween the bodies and the fluid by using boundary particles in a way which is similar to the immersed boundary method
[32,33]. We show that these forces conserve linear and angular momentum, but the algorithm does not conserve angular
momentum exactly because the conservation of angular momentum requires the constraints to be satisfied at the end of
a time step whereas, in our algorithm, the constraints are satisfied at the mid-point of the time step. In the absence of vis-
cosity, the numerical algorithm is reversible.

The plan of this paper is to first describe the SPH equations then the time stepping algorithm. We then test the algorithm
by applying it to a number of test cases. The first of these is the calculation of the drag forces on a cylinder forced to move
with simple harmonic motion in a stationary fluid. The experimental and the numerical results of other authors enable us to
determine how the accuracy depends on the placement of boundary force particles on the boundary of the cylinder. The sec-
ond test is the motion of a cylinder tethered to a spring and submerged in a viscous fluid. We show that the Strouhal number
and the oscillation of the cylinder are in agreement with other calculations. We then consider a series of problems involving
three linked bodies. These problems involve bodies with the shape of diamonds or ellipses, and the boundary conditions are
either periodic or involve motion through a free surface.

2. Equations of motion and constraints

2.1. Equations of motion

We consider motion in two dimensions and use cartesian coordinates. A typical configuration of the bodies is shown in
Fig. 1. The motion of the fluid, which is assumed incompressible, is specified by the Navier–Stokes equations. In cartesian
tensor form these equations are
Fig. 1.
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The configuration of the bodies (assumed to be ellipses). The link position is denoted by a filled circle. The straight line through a body passes
its centre of mass and is assumed to be rigidly attached to the body with one end attached to the link. The angles h are defined relative to a fixed

n in space (shown by parallel dotted lines) which is taken to be the x-axis of a cartesian coordinate system in our calculations. The angles u
ine the gait and are specified functions of the time.
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P is the pressure and l is the viscosity coefficient. The function d(sk) is a one-dimensional delta function, and sk is the per-
pendicular distance from the surface Ak of body k to the position where the fluid acceleration is required. The unit vector nj(k)
is directed from body k into the fluid. If (2.1) is integrated over a small volume enclosing part of one of the bodies, the term
involving the delta function gives the reaction force of that body on the fluid. This formulation is similar to that of Peskin
[32].

An element of area on the surface of body k is denoted by dA(k). The motion of the centre of mass R(k) of solid body k
(with mass M(k)) is given by
MðkÞd
2RiðkÞ
dt2 ¼ �

Z
rijnjðkÞdAðkÞ þ FiðkÞ; ð2:3Þ
where F(k) is the force due to the constraints. The rotation of rigid body k (with moment of inertia I(k)) is given by
IðkÞd
2hk

dt2 ¼
Z
ðdk � bÞdAðkÞ þ sðkÞ; ð2:4Þ
where dk is a vector from the centre of mass of body k to the element of area dAk, b is the force on the element of area, and
s(k) is the constraint torque on body k.

In the following, to simplify the notation, the subscript k will always denote the label of a body. Thus, for example, R(k)
will be replaced by Rk.

2.2. Constraint equations forces and torques

The angle hk which fixes the rotation of body k is defined as the positive rotation of a line fixed in the body from the x-axis
of a cartesian coordinate system fixed in space. For simplicity we assume the line fixed in the body is an axis of symmetry.
The constraint conditions on the angles are
um ¼ hmþ1 � hm; ð2:5Þ
where m is the link number and um is a specified function. The form of the um determines the gait of the bodies. For the
examples we consider here there are three bodies and two links as shown in Fig. 1. In the simplest case um is a function
of t but, in general, it depends on other variables. For example, in a biological problem, it could depend on the centre of mass
coordinates in such a way that the fish slows down when it enters a region where the food supply is rich. As an example u1

could be given by cosðtX2
1Þ, so that the frequency of the motion is spatially dependent.

In addition to the constraints on the angles there are constraints associated with the links. We assume the link, or pivot, is
at a distance ‘k from the centre of mass of body k. The condition on the X components of the centres of mass of bodies k and
k + 1 is that the X coordinate of the link between them is given by
Xk � ‘k cosðhkÞ ¼ Xkþ1 þ ‘kþ1 cosðhkþ1Þ; ð2:6Þ
or
Xk � ‘k cosðhkÞ � Xkþ1 � ‘kþ1 cosðhkþ1Þ ¼ 0: ð2:7Þ
Similarly the Y constraint is
Yk � ‘k sinðhkÞ � Ykþ1 � ‘kþ1 sinðhkþ1Þ ¼ 0: ð2:8Þ
These constraints enable the coordinates of the centres of mass of the bodies, and their angles h to be written in terms of
those of any selected body. Similarly, by differentiating the constraint conditions with respect to time, the velocities _X and _Y
and angular velocity X of the bodies can be written as functions of the same selected body. The number of degrees of free-
dom (coordinates and velocities) of N linked bodies in two dimensions is therefore 6 compared with the 6N degrees of free-
dom of N independent bodies in two dimensions. If the um are functions of t alone it is possible to reduce the equations of
motion to those involving the coordinates and velocities of one of the bodies. However, when the um are functions of both
coordinates and time, as in the example above, it is inconvenient to eliminate variables. Because we wish to develop an algo-
rithm which can be used in these more general cases we take account of the constraints by Lagrange multipliers even though,
in the applications to be described in this paper, the um are functions of t.

For the case of three bodies we have two links and therefore 6 constraints. We denote the Lagrange multipliers for the X, Y
and h constraints of link m by KðmÞX ;KðmÞY and KðmÞh , respectively. Using standard methods for holonomic constraints (e.g. [15])
we find the following expressions for the constraint forces Fk and torques sk for the various bodies. For body 1
F1 ¼ ðkð1ÞX ; kð1ÞY Þ; ð2:9Þ
for body 2
F2 ¼ ð�kð1ÞX ;�kð1ÞY Þ þ ðk
ð2Þ
X ; kð2ÞY Þ ð2:10Þ
and for body 3
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F3 ¼ ð�kð2ÞX ;�kð2ÞY Þ: ð2:11Þ
These constraint forces do not affect the total linear momentum of the bodies because they sum to zero.
The constraint torque on body 1 is
s1 ¼ �kð1Þh þ kð1ÞX ‘1 sinðh1Þ � kð1ÞY ‘1 cosðh1Þ; ð2:12Þ
on body 2 it is
s2 ¼ kð1Þh � kð2Þh þ kð1ÞX þ kð2ÞX ‘2 sinðh2Þ � ðkð1ÞY þ kð2ÞY Þ‘2 cosðh2Þ ð2:13Þ
and on body 3 it is
s3 ¼ kð2Þh þ kð2ÞX ‘3 sinðh3Þ � kð2ÞY ‘3 cosðh3Þ: ð2:14Þ
The way these constraint forces and torques affect the angular momentum will be discussed in Sections 5 and 6.

3. SPH equations for the fluid

The form of the SPH equations that we use is discussed in more detail by Monaghan [23,29]. For the liquid SPH particles
the acceleration equation is
dva

dt
¼ �

X
b

mb
Pa

q2
a
þ Pb

q2
b

þPab þ Rab

� �
raWab þ

XNb

k¼1

X
j2Sk

½faj �mjPajraWaj�: ð3:1Þ
In this equation the mass, position, velocity, density and pressure of particle a are ma, ra, va, qa and Pa, respectively.
Wab denotes the smoothing kernel Wðra � rb;

�habÞ and ra denotes the gradient taken with respect to the coordinates of
particle a. In this paper, W is the cubic spline kernel [29], and has support 2�hab. In the present calculations the �hab used
in Wab is an average �hab ¼ ðha þ hbÞ=2. The choice of h is discussed in detail by Monaghan [23,29]. We choose h to be 1.3
times the initial particle spacing so that the interaction between any two fluid particles is zero beyond 2.6 initial particle
spacings.

The first summation in (3.1) is over all fluid particles and is the SPH equivalent of the first term on the right-hand
side of (2.1). The last term in (3.1) is the contribution to the force per unit mass on fluid particle a due to boundary
particles. k denotes a body label, and j 2 Sk is one of the set of boundary particle label on body k. The term faj is a
non-viscous boundary particle force per unit mass (see below). The viscosity is determined by Pab for which we choose
the form [25,29]
Pab ¼ �
avsigvab � rab

qabjrabj
: ð3:2Þ
In this expression a is a constant, and the notation vab = va � vb is used. qab denotes the average density 1
2 ðqa þ qbÞ. We

take the signal velocity to be
vsig ¼
1
2
ðca þ cbÞ � 2

vab � rab

rab
; ð3:3Þ
where ca is the speed of sound at particle a ([25] though here we take vsig to be half used in that paper and a is therefore a
factor 2 larger). The kinematic viscosity can be estimated by taking the continuum limit which is equivalent to letting the
number of particles go to infinity while keeping the resolution length h constant. By a calculation similar to that in Mona-
ghan [29] it is found that the kinematic viscosity is given by
m ¼ 15
112

ahvsig: ð3:4Þ
SPH calculations for shear flow agree very closely with theoretical results using this kinematic viscosity [30].
The pressure is given by
Pa ¼
q0c2

a

7
qa

q0

� �7

� 1

 !
; ð3:5Þ
where q0 is the reference density of the fluid. To ensure the flow has a sufficiently low Mach number to approximate a con-
stant density fluid accurately, we determine the speed of sound by ca � 10V where V is the maximum speed of the fluid rel-
ative to the bodies. In this case vsig is dominated by the first two terms. The precise value of ca will be specified for each
simulation.

The term Rab is an anti-clumping term [10,26] which acts to prevent SPH particles clustering in pairs during a simulation.
It is primarily needed for simulations when the pressure becomes negative or, more generally, the material is in tension. For
the present simulations Rab is given by
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Rab ¼ 0:01
Pa

q2
a
þ Pb

q2
b

����
���� Wab

WðDpÞ

� �4

; ð3:6Þ
where W(Dp) is the kernel evaluated at an initial particle spacing Dp. Because the coefficient is small, and W falls off rapidly
with the particle separation, this term reduces the clustering of SPH particles without significantly affecting the motion on
the scale of several particle separations.

The form of the SPH continuity equation we use here is
dqa

dt
¼
X

b

mbvab � rWab ð3:7Þ
and the position of any fluid particle a is found by integrating
dra

dt
¼ va: ð3:8Þ
In the present simulations the liquid SPH particles were initially placed on a grid of squares and thereafter allowed to
move in response to the forces. The surfaces of the bodies are defined by a set of particles called boundary particles. These
particles exert forces on the fluid and in turn experience forces. The sum of the forces on the boundary particles of a body
gives the force on that body due to the fluid, and the forces determine the torque about the centre of mass of the body. This
method of treating surfaces [24] is similar to the immersed boundary method of Peskin [32,33].

In the present simulations we use the improved treatment of the boundary forces described by Monaghan et al. [28] with
the addition of a small correction to ensure the boundary forces conserve angular momentum. These forces are such that the
force per unit mass on liquid particle a due to boundary particle j is
faj ¼
mj

ma þmj
Nðy0ajÞTðx0ajÞnj; ð3:9Þ
where nj is the unit normal at particle j. The function N is an approximation to the delta function and y0aj is measured per-
pendicular to the surface. The function Tðx0ajÞ, where x0aj is measured tangential to the surface, is an interpolating function
which ensures that particle a can only interact with at most two boundary particles, and the force on particle a is constant
as it moves between a pair of boundary particles. The force per unit mass on boundary particle j due to liquid particle a is
f ja ¼ �
ma

ma þmj
Nðy0ajÞTðx0ajÞnj; ð3:10Þ
so that the force on particle j, namely mjfja, and that on particle a, namely mafaj, are equal and opposite. In the paper of Mona-
ghan et al. [28], the function N(y0) vanishes for y0 > 2h. Our correction is that N(y0) vanishes if y0 > 2h* where
h� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 � 1

4
Dp2

r
ð3:11Þ
and Dp is the boundary particle spacing. By restricting the range in this way we ensure that when a fluid particle has a non-
zero interaction with boundary particles, it is always with a pair of boundary particles and this guarantees that angular
momentum will be conserved by the boundary forces. The previous discussion applies to convex bodies. If a section of
the surface is concave we do not know of any entirely satisfactory way of using normals. The bodies considered in this paper
have convex surfaces.
4. SPH equations for the rigid bodies

The non-viscous force on boundary particle j due to all fluid particles is
fðnvÞ
j ¼ mj

X
a

f ja; ð4:1Þ
and the viscous force is
fðvÞj ¼ �mj

X
a

maPajrjWaj ¼ mj

X
a

maPajraWaj; ð4:2Þ
where we have used the fact that rjWaj = �raWaj. The total force on particle j is
f j ¼ fðnvÞ
j þ fðvÞj : ð4:3Þ
The equation for the centre of mass motion of body k is then
Mk
dVk

dt
¼
X
j2Sk

f j þ Fk ð4:4Þ
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and the torque equation is
Ik
dXk

dt
¼
X
j2Sk

ðrj � RkÞ � f j þ sk: ð4:5Þ
The motion of a boundary particle can be determined from the motion of centre of mass and the rotation about the centre
of mass. Thus for particle j on body k,
drj

dt
¼ Vk þXkẑ� ðrj � RkÞ; ð4:6Þ
where in this two-dimensional problem, the rotation is around the z axis which is perpendicular to the plane of the motion.
The equation of motion of the unit normals on the boundary can be calculated from
dnj

dt
¼ Xkẑ� nj; ð4:7Þ
or they can be calculated from the coordinates of its neighbouring boundary particles.

5. Conservation of linear and angular momentum

The total rate of change of the linear momentum of the rigid bodies with respect to time is
X
k

Mk
dVk

dt
¼
X

k

X
j2Sk

f j ¼
X

k

X
j2Sk

X
a

mj½f ja �marjWaj�; ð5:1Þ
where as noted earlier, the sum over the constraint forces is zero. The rate of change of linear momentum of the fluid SPH
particles is given by
X
a

ma
dva

dt
¼
X

a

X
k

X
j2Sk

ma½faj �mjPajraWaj�; ð5:2Þ
noting that the sum over the pressure, anti-clumping and viscous forces between fluid particles vanishes because of
symmetry.

Recalling that
X
a

mjf ja ¼ �
X

a

mafaj and raWaj ¼ �rjWaj; ð5:3Þ
we deduce that
X
k

Mk
dVk

dt
þ
X

a

ma
dva

dt
¼ 0; ð5:4Þ
which shows that the linear momentum
X
k

MkVk þ
X

a

mava ð5:5Þ
is conserved.
The angular momentum of the bodies is composed of the centre of mass angular momentum about some fixed origin, and

the sum over each body of the spin angular momentum about the centre of mass of body. The time rate of change of the total
centre of mass angular momentum is
X
k

MkRk �
dVk

dt
¼
X

k

Rk �
X
j2Sk

f j þ
X

k

Rk � Fk; ð5:6Þ
the rate of change of the spin angular momentum is
X
k

Ik
dX
dt
¼
X

k

X
j2Sk

ðrj � RkÞ � f j þ
X

k

sk: ð5:7Þ
The rate of change of the angular momentum of the fluid particles is
X
a

mara �
dva

dt
¼
X

a

X
k

X
j2Sk

mara � ½faj �mjPajraWaj�; ð5:8Þ
where because of symmetry, the sum over pressure, viscous and anti-clumping terms between fluid particles have vanished.
The rate of change of the total angular momentum (the sum of (5.6)–(5.8)) becomes
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dJ
dt
¼
X

a

X
k

X
j2Sk

maðrj � raÞ � faj;þkð1ÞX ð�Y1 þ ‘1 sinðh1Þ þ Y2 þ ‘2 sinðh2ÞÞ þ kð1ÞY ðX1 � ‘1 cosðh1Þ � X2 � ‘2 cosðh2ÞÞ

þ kð2ÞX ð�Y2 þ ‘2 sinðh2Þ þ Y3 þ ‘3 sinðh3ÞÞ þ kð2ÞY ðX2 � ‘2 cosðh2Þ þ X3 � ‘3 cosðh3ÞÞ: ð5:9Þ
The last four terms vanish because of the constraint conditions (2.7) and (2.8). The remaining term involves the boundary
forces and it can be shown that this term vanishes [29].

Finally, we note that the previous arguments about conservation assume the time derivatives are exact. The actual con-
servation in the numerical simulations depends on the form of the time stepping algorithm. Anticipating results from the
next section, we find that linear momentum is always conserved to round off error, but the angular momentum conservation
is less accurate because the Lagrange multipliers are calculated at the mid-point. In some of the simulations we use periodic
and these do not conserve angular momentum exactly.

5.1. Remarks concerning external boundaries

The SPH equations can be applied to the linked bodies moving in a channel, as is the case for many laboratory experi-
ments on fish, or in a pond with an irregular boundary, by replacing the boundaries of the pond by boundary force particles
as we have done for the rigid bodies. We employ this method in our second test case. The SPH algorithm does not need to be
changed if the linked bodies move through and out of a free surface, which is required to mimic the motion of dolphins. This
facility was used earlier for bodies hitting the water [27,28] and we illustrate it here in an example involving three linked
bodies. If the swimming occurs in a flowing stream, SPH fluid particles can be injected with the appropriate speed and den-
sity as in the tethered cylinder simulation described below. A convenient alternative is to superpose the stream velocity on
the body, and set the upstream velocity to zero.

In the present paper, where we compare our results with those of Kanso et al. [12], we need to deal with an infinite medium.
This cannot be done directly because it would require infinitely many particles. One alternative, and the simplest, is to replace
fluids of infinite extent by periodic boundary conditions. These boundaries alter the solutions of the differential equations but
the effects are small if the periodic cells are sufficiently large. The periodic boundaries do not affect the conservation of linear
momentum but they do affect the conservation of angular momentum because two particles that do not interact directly may
interact with their images. To test this (Section 8.2.3) we simulated a fluid in an axisymmetric potential well and allowed the
linked bodies to swim through the surface. The conservation was a factor�1000 better than with the periodic cells. It was not
accurate to round off because, as noted earlier, the constraints are only satisfied to round off accuracy at the end of the step,
whereas the conservation depends on how accurately the constraints are satisfied at the mid-point of the steps.

6. Time stepping

The SPH equations were integrated using a second-order scheme based on the symplectic Verlet integrator. The system
conserves linear momentum exactly (to round off), and is reversible when the viscosity is zero. The errors in the angular
momentum conservation due to the periodic boundaries and the constraints have been discussed earlier.

There are two stages to the integration. In the first stage the mid-point quantities are calculated, and in the second, after
the various forces have been obtained, the step is completed. Throughout this section, for any quantity A, A0 denotes its value
at the beginning of the time step, A1/2 at the mid-point, and A1 at the end of the step.

To simplify the expressions for the time stepping we write the SPH fluid equations in the form
dra

dt
¼ va; ð6:1Þ

dva

dt
¼Fa; ð6:2Þ

dqa

dt
¼ Da; ð6:3Þ
where
Fa ¼ �
X

b

mb
Pa

q2
a
þ Pb

q2
b

þPab þ Rab

� �
raWab þ

Xnb

k¼1

X
j2Sk

½faj �mjPajraWaj�; ð6:4Þ

Da ¼
X

b

mbvab � rWab: ð6:5Þ
In the first stage of the integration, the mid-point values are calculated for ra, qa and ha, the body positions and orienta-
tions Rk, hk, and the relative boundary particle positions dj = rj � Rk, and their normals n̂j. With dt denoting the time step
r1=2
a ¼ r0

a þ
1
2

dtv0
a ; ð6:6Þ

q1=2
a ¼ q0

a þ
1
2

dtD0
a ; ð6:7Þ
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h1=2
a ¼ h0

a 1� 1
4

dtD0
a=q

0
a

� �
; ð6:8Þ

R1=2
k ¼ R0

k þ
1
2

dtV0
k ; ð6:9Þ

h1=2
k ¼ h0

k þ
1
2

dtX0
k ; ð6:10Þ

d1=2
j ¼ d0

j þ
1
2

dtX0
k ẑ� d0

j ; ð6:11Þ

r1=2
j ¼ d1=2

j þ R1=2
k ; ð6:12Þ

n̂1=2
j ¼ n̂0

j þ
1
2

dtX0
k ẑ� n̂0

j : ð6:13Þ
With the mid-point coordinates known, F1=2
a ; f1=2

j ; F1=2
k and s1=2

k can be calculated. The last two involve the Lagrange multi-
pliers and their calculation is discussed later. The time-step for v and r is then completed by
v1
a ¼ v0

a þ dtF1=2
a ; ð6:14Þ

r1
a ¼ r1=2

a þ 1
2

dtv1
a : ð6:15Þ
With v1 and r1 known D1
a can be calculated (this requires another sweep over the particles) and the step for q and h com-

pleted according to
q1
a ¼ q1=2

a þ 1
2

dtD1
a ; ð6:16Þ

h1
a ¼

h1=2
a

1þ 1
4 dt D1

a
q1

a

� � : ð6:17Þ
The step for the body velocity, coordinates, angles and angular velocity is completed by
V1
k ¼ V0

k þ
dt
Mk

X
j2Sk

f1=2
j þ F1=2

k

 !
; ð6:18Þ

R1
k ¼ R1=2

k þ 1
2

dtV1
k ; ð6:19Þ

X1
k ¼ X0

k þ
dt
Ik

X
j2Sk

d1=2
j � f1=2

j þ s1=2
k

 !
; ð6:20Þ

h1
k ¼ h1=2

k þ 1
2

dtX1
k ð6:21Þ
and the positions and normals of the body boundary particles at the end of the step are given by
d1
j ¼

d1=2
j þ 1

2 dtX1
k ẑ� d1=2

j

1þ 1
2 dtX1

k

� �2 ; ð6:22Þ

r1
j ¼ d1

j þ R1
k ; ð6:23Þ

n̂1
j ¼

n̂1=2
j þ 1

2 dtX1
k ẑ� n̂1=2

j

1þ ð12 dtX1
kÞ

2 : ð6:24Þ
The time stepping for d and n is identical, and is based on the fact that they both satisfy an equation of the
form
dq
dt
¼ X� q; ð6:25Þ
which can be integrated reversibly according to
q1=2 ¼ q0 þ 1
2

dtX0 � q0; ð6:26Þ

q1 ¼ q1=2 þ 1
2

dtX1 � q1: ð6:27Þ
The last equation can be solved by taking the vector cross product with X1
k ẑ, and, on substituting the resulting expression for

X1 � q1 into (6.27), gives
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q1
j ¼

q1=2
j þ 1

2 dtX1
k ẑ� q1=2

j

1þ 1
2 dtX1

k

� �2 : ð6:28Þ
It can be shown that if |q0| = 1, then jq1=2j ¼ 1þ 1
2 dtX0
� �2

. The mid-point value is therefore in error by terms of order (dt)2

as are the other mid-point quantities. However, at the end of the step, the errors in q1 are of order (dt)3. If desired the normals
can be calculated from the positions of nearest neighbour boundary particles.

The time step, dt, is set from the Courant condition
dt1 ¼ 0:5�min dt0;
�h1=2

v1=2
sig

 !
; ð6:29Þ
where the minimum is over all fluid particles (calculated when the forces are calculated) and the exponent convention is the
same as for the time stepping. There are two further possible time step constraints. The first is from the boundary forces and
this is discussed by Monaghan et al. [28] and implemented here. The second time step constraint is due to the constraint
forces and torques. This time step control is based on the condition that, during a step, the change in position of the centre
of mass of the bodies due to the force should be much less than h, with a similar condition for the change in position of any
point on the surface of the bodies due to the torque. However, in our simulations, the Courant condition always requires a
smaller time step than that from the constraint forces and torques.

It is easy to show that the time stepping equations conserve linear momentum. The change in the total angular momen-
tum can be shown to result in a similar expression to (5.9). However, all the terms arising from the constraints are evaluated
at the mid-point, whereas the Lagrange multipliers are determined by requiring the constraints to be satisfied at the end of
the step. Because the constraints are not satisfied at the mid-point the rate of change of angular momentum will not be zero.
Leimkuhler and Skeel [16] discuss how the constraint and its derivative (the latter is called a hidden constraint) can be cal-
culated, but they find that the improvement in overall accuracy is negligible. In agreement with their result we also find that
the error in the angular momentum is negligible.

7. The calculation of the lagrange multipliers

7.1. The equations

The Lagrange multipliers were determined by requiring that the constraints were satisfied at the end of each time-step.
Because our results are easily generalised to an arbitrary number of links, we assume for simplicity that there are three
bodies and therefore two links. The angle constraint at the first link requires
u1
1 ¼ h1

2 � h1
1: ð7:1Þ
Substituting the time stepping rules for the final angles we get
u1
1 ¼ U2 �U1 þ

ðdtÞ2

2Ik
s1=2

2 � s1=2
1

� �
; ð7:2Þ
where
Uk ¼ h1=2
k þ dt

2
X0

k þ
ðdtÞ2

2Ik

X
j2Sk

d1=2
j � f1=2

j : ð7:3Þ
Note that Uk contains only quantities known from the first half step of our integration. After substituting the expressions for
the constraint torques, and some minor rearrangement, the constraint condition (7.1) becomes, using the notation,
sk ¼ sinðh1=2

k Þ and ck ¼ cosðh1=2
k Þ,
Gð1Þh ¼ 0 ¼ � 2u1
1

ðdtÞ2
þ 2ðU2 �U1Þ

ðdtÞ2
þ kð1Þh

1
I1
þ 1

I2

� �
� kð2Þh

1
I2
þ kð1ÞX

‘2s2

I2
� ‘1s1

I1

� �
þ kð1ÞY � ‘2c2

I2
þ ‘1c1

I1

� �
þ kð2ÞX

‘2s2

I2
� kð2ÞY

‘2c2

I2

ð7:4Þ
and the angle constraint for the second link becomes
Gð2Þh ¼ 0 ¼ � 2u1
2

ðdtÞ2
þ 2ðU3 �U2Þ

ðdtÞ2
� kð1Þh

1
I2
þ kð2Þh

1
I2
þ 1

I3

� �
� kð1ÞX

‘2s2

I2
þ kð1ÞY

‘2c2

I2
þ kð2ÞX

‘3s3

I3
� ‘2s2

I2

� �
þ kð2ÞY � ‘3c3

I3
þ ‘2c2

I2

� �
:

ð7:5Þ
These equations are linear in the Lagrange multipliers.
Similarly, the constraints on the X and Y coordinates for the first link, must be satisfied at the end of the step. The con-

straint equation for the X coordinates at link 1 can be written
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Gð1ÞX ¼ 0 ¼ 2ðWX1 �WX2 Þ
ðdtÞ2

þ kð1ÞX
1

M1
þ 1

M2

� �
� kð2ÞX

1
M2
� 2

ðdtÞ2
‘1 cosðh1

1Þ þ ‘2 cosðh1
2Þ

� 	
; ð7:6Þ
where WXk
and WYk

are the X and Y components of
Wk ¼ R1=2
k þ dt

2
V0

k þ
ðdtÞ2

2Mk

X
j2Sk

f1=2
j : ð7:7Þ
This constraint equation is non-linear in the Lagrange multipliers because the numerical algorithm involves trignometric
functions of the angles at the end of the step, and these contain Lagrange multipliers. Thus from (6.20) and (6.21), (2.12),
(2.13) and (2.14),
h1
1 ¼ U1 þ

ðdtÞ2

2I1
ð�kð1Þh þ kð1ÞX ‘1s1 � kð1ÞY ‘1c1Þ; ð7:8Þ

h1
2 ¼ U2 þ

ðdtÞ2

2I2
ðkð1Þh � kð2Þh þ kð1ÞX ‘2s2 � kð1ÞY ‘2c2 þ kð2ÞX ‘2s2 � kð2ÞY ‘2c2Þ; ð7:9Þ

h1
3 ¼ U3 þ

ðdtÞ2

2I3
ðkð2Þh þ kð2ÞX ‘3s3 � kð2ÞY ‘3c3Þ: ð7:10Þ
The Y coordinate constraint for link 1 is
Gð1ÞY ¼ 0 ¼ 2ðWY1 �WY2 Þ
ðdtÞ2

þ kð1ÞY
1

M1
þ 1

M2

� �
� kð2ÞY

1
M2
� 2

ðdtÞ2
‘1 sinðh1

1Þ þ ‘2 sinðh1
2Þ

� 	
: ð7:11Þ
The X, Y coordinate constraints for the second link have the same pattern. They are
Gð2ÞX ¼ 0 ¼ 2ðWX2 �WX3 Þ
ðdtÞ2

� kð1ÞX
1

M2
þ kð2ÞX

1
M2
þ 1

M3

� �
� 2

ðdtÞ2
‘2 cosðh1

2Þ þ ‘3 cosðh1
3Þ

� 	
ð7:12Þ
and
Gð2ÞY ¼ 0 ¼ 2ðWY2 �WY3 Þ
ðdtÞ2

� kð1ÞY
1

M2
þ kð2ÞY

1
M2
þ 1

M3

� �
� 2

ðdtÞ2
‘2 sinðh1

2Þ � ‘3 sinðh1
3Þ

� 	
: ð7:13Þ
In the next section we discuss our method of solving these equations to get the Lagrange multipliers.

7.2. Solving for the Lagrange multipliers

For the present case where there are three bodies and two links there are six equations Gm
n ¼ 0; for the six Lagrange mul-

tipliers. Because the equations are non-linear they must be solved using iteration. We tried various forms of point iteration
but none converged. We found that either of two forms of the Newton–Raphson converged satisfactorily. The straightfor-
ward method was to solve all the equations simultaneously using the Newton–Raphson method. We found that to calculate
the Lagrange multipliers with errors �10�10 took 3–4 iterations. This represents �10�4 of the total CPU time for a single time
step.

The disadvantage of this method arises only when there are many bodies and links because the Newton–Raphson equa-
tions then become unwieldy. We therefore decided to experiment with another version of Newton–Raphson where we
solved link by link then repeated the process i.e. the three Lagrange multiplier equations for link 1 were solved by New-
ton–Raphson keeping the Lagrange multipliers associated with link 2 fixed. The Lagrange multipliers for link 2 were then
found by a Newton–Raphson iteration using the newly calculated Lagrange multipliers for link 1. This procedure was re-
peated until convergence was achieved. We found it converged to the same accuracy as the previous method but require
100–120 iterations. This represents �10�3 of the total CPU time for a single time step.

8. Numerical tests

SPH has been validated against experiment both for rigid bodies dropping vertically into fluids [27] and sliding down a
ramp into a fluid [28]. Here, we consider further tests involving one or more bodies. In the following, unless otherwise stated,
we use SI units.

8.1. Oscillating cylinders

To show that our algorithm reproduces the correct results for cylinders moving through a fluid we consider two test cases.
In the first the cylinder is driven with a simple harmonic motion. In the second the cylinder is tethered to a spring.
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8.1.1. A driven cylinder
This problem involves the two-dimensional flow produced by a circular cylinder oscillating in a direction perpendicular to

the axis of the cylinder. Dütsch et al. [4] (subsequently referred to as D98) carried out experiments on this system and com-
pared their simulations with the experiments. The experiments were conducted in channels which, for the numerical calcu-
lations, were assumed to be at an infinite distance. Other authors have also used this system as a test of numerical methods
(see for example [39]) though no simulations agree accurately with the experimental results for the velocity. In particular,
the simulations give velocity fields which are symmetric about the direction of oscillation while the experiments show sig-
nificant departures from that symmetry. In the present tests the channel was replaced by a periodic domain.

We simulated a cylinder of diameter D = 0.4 oscillating in the x direction with frequency f according to
x ¼ �A sin 2pft ð8:1Þ
with A chosen to give a Keulegan–Carpenter (KC) number
2pA
D
¼ 5: ð8:2Þ
With this value of the KC number the flow is expected to be symmetric about the direction of motion whereas with higher
values the flow becomes highly asymmetric (D98). The sound speed was chosen to be 10 times the maximum velocity of the
cylinder, 20pAf. The viscosity parameter a is given in terms of the Reynolds number R (based on length scale D and the max-
imum velocity of the cylinder) by
a ¼ 112
150

D
hR

� �
ð8:3Þ
and we take h = 1.3Dp, where Dp is the initial particle spacing. The value of a therefore depends on the resolution and R. In
the calculations described here D p = 0.02 and R ¼ 100.

The fluid particles were initially placed on a grid of squares of side Dp within a periodic cell of size 2 � 2. The forces on the
particles depend on both the particles in the cell and the particles in the neighbouring cells of the periodic array. Only those
neighbouring particles which can interact with those in the cell need be retained.

Particles within a radial distance of approximately (D/2 + h) from the centre of the cylinder were omitted. The mass of
each particle is q(0)(Dp)2 where q(0) = 1.02q0 is the initial density of the fluid and q0 is the reference density used in the
equation of state. This means that the background pressure is non-zero. The system was then damped for a time 1.76s or
3000 steps to enable the SPH liquid particles to come into equilibrium with the boundary forces from the cylinder. During
this time the cylinder was kept fixed. After the damping the oscillation of the cylinder began.

For a given boundary of the body or bodies, in this case a circle with radius 0.2, we need to determine where the boundary
particles should be placed to give the best approximation to the flow. Because the boundary particles exert a repulsive force
on the fluid particles we expect the boundary particles should be placed on a circle with radius slightly less than the specified
radius of the cylinder. We considered an inward shift of the radius of 1

2 Dp;Dp and 3
2 Dp and from these values estimated the

choice of shift for minimum error in the drag force.
Fig. 2 shows the velocity field at phase 3p (radians). There are no detailed results with which to compare the overall

velocity field but it is in good qualitative agreement with the streamlines in Fig. 7 of D98. Fig. 3 shows the total drag and
viscous forces for the SPH simulation with initial particle spacing �0.02 using approximately 10,000 particles. The boundary
particles are on a circle of radius R ¼ 1

2 ðD� DpÞ. The agreement of the viscous force with that calculated by D98 is very good,
and the total drag force is satisfactory with some oscillations at the peak values. The SPH results are comparable to the
numerical results of Wan and Turek who use 32,768 grid points and a moving mesh. The mean square error and the absolute
error (measured from those of Dütsch) are given for the shifts of radius of the particles from the actual radius in Table 1. The
minimum is obtained when the circle on which the particles are placed is inside the actual boundary by 1

2 Dp.
In summary these results show that, at the resolutions we have considered where Dp = 0.02 and therefore 63 particles

around the circumference of the cylinder, the drag forces on the cylinder are calculated with satisfactory accuracy (compa-
rable to that of D98 with 192 points around the circumference, and with that of Wan and Turek using 32,768 points with
variable resolution and a moving mesh, but in a domain which is four times larger than used here, but less accurate than
in the immersed boundary method of Kim and Choi [13] who used 68,129 points with higher resolution near the body).

8.1.2. Flow past a tethered cylinder
The problem of the oscillation of a cylinder tethered by an elastic spring and submerged in a stream of fluid is important

for many industrial problems. Vortices are periodically cast off the cylinder and resonate with the cross channel oscillations.
Here, we simulate the two dimensional version of this problem studied by Nomura and Hughes [31]. They used an arbitrary
Lagrangian–Eulerian finite element technique with a much finer resolution near the cylinder (of diameter D) which was
placed in a channel of length 24D and width 12D with the elastic force directed perpendicularly to the axis of the channel.
The ratio of the mass of the cylinder to an equal volume of the streaming fluid was 3.0, and the dimensionless quantity V/(Df),
where V is the upstream velocity and f is the oscillation frequency of the spring equal to 7.1. In the results reported here the
lengths are scaled using D and the velocity scaled using V.



Fig. 2. The velocities of the SPH particles at phase 3p after t = 0. The centre of the cylinder (circle) was initially at x = 1.0, y = 1. The velocity arrows for a
particle start on the particle. Note the symmetric vortices produced by the flow in agreement with the results of D98.

Fig. 3. The total drag force measured by D98, is shown by the continuous line and the drag formula of D98 is shown by the dashed line. The smaller
amplitude curve shows the viscous force. The SPH results are shown by small circles. The SPH results for the total force show oscillations at the peak values
but give a better estimate of the drag force than the drag formula of D98. The agreement for the viscous forces is very good.

Table 1
Table showing the mean square error and the absolute error for the drag force for various inward shifts in the radius of the circle on which the boundary
particles were placed

Sq-error Abs-error Shift/Dp

0.105 0.073 0.0
0.091 0.059 0.5
0.107 0.075 1.0
0.142 0.105 1.5
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In our simulation we represented the channel walls by boundary particles and injected fluid particles with a constant
density and velocity equal to the upstream velocity. The outflow condition was approximated by allowing the particles to
have free flow at the end of the channel and allowing this free flow to continue for a further 4h. Particles which flowed
out of this region were eliminated from the list of particles. As in the previous example the liquid particles were placed
on a grid of squares rejecting those inside a circle centred on the cylinder and with radius=1

2 Dþ Dp. The centre of the cylinder
was displaced 0.2D in the direction of the spring restoring force as in Case 3 of Nomura and Hughes [31]. The liquid SPH
particles were damped for 2500 steps so that the liquid particles could come into equilibrium with the boundary forces.
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During the damping the cylinder was held fixed. The Reynolds number of the flow was 200 and 120 � 240 liquid SPH par-
ticles were used with an initial particle spacing of 0.1.

In Fig. 4 we show the vorticity calculated a distance 6D downstream of the cylinder. The alternate peaks of positive and
negative vorticity show up clearly. The Strouhal number is 0.16. This is lower than that for a cylinder in an effectively infinite
fluid for which the Strouhal number is 0.18 [8], but larger than that of Nomura and Hughes who obtained the value 0.14. Our
results are consistent with those of Chen et al. [2, pp. 36–37] who show that a channel of width 5D the Strouhal number is
0.17.

In Fig. 5 we show the amplitude as a function of time. In the initial stage the amplitude of 0.2D drops to a very low value
as the flow around the cylinder adjusts to the sudden change of the fluid velocity after the damping. Eventually the vortices
from the flow around the cylinder initiate strong oscillations of the body. The amplitude of these oscillations varies, but the
average is very close to the average of those found by Nomura and Hughes [31] which is �0.2D.

8.2. The motion of three linked bodies

We now consider a set of tests involving the motion of three identical linked bodies. In the first of these we simulate three
linked diamonds in a symmetric flapping motion and show that the integration faithfully maintains the symmetry and the
calculation converges as the resolution is increased. The second test is a viscous version of the simulation of K05. The third
test shows that our method, without any changes to the algorithm, handles linked bodies swimming through a surface.

8.2.1. Flapping diamonds
We now consider the flapping gait of three identical linked diamonds. The diamonds (rhombs) have side length 0.3, and

acute angle p/3. The links are a distance 0.075 from the points at the ends of the long diameter of the diamonds. We place the
diamonds in a periodic 3 � 3 box with the centre of mass of the central body in the centre of the box. The initial angles hk are
all initially zero and the gait is determined by u1 = 0.125(1 � cos(xt)) and u2 = 0.125(1 � cos(xt)). The initial linear and
Fig. 4. The vorticity downstream of a cylinder in a channel. The cylinder was tethered by a spring to the centre of the channel. The filled circles show
negative vorticity and the open circles show positive vorticity.

Fig. 5. The amplitude of the oscillations of the tethered cylinder.
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angular momentum of each of the bodies are zero consistent with the constraints and the symmetry. The density of the
bodies is the reference density q0 of the fluid, which we assume is that of pure water 1000 kg/m3. We set the initial density
of the water as 1.02q0 as in Section 8.1.1.

We take the speed of sound cs = 10 � (xd) where we have estimated a typical fluid velocity as xd. In the present calcu-
lations x = 1. For the results shown here the parameter a in the viscosity was 0.05. Referring to (3.4) the Reynolds number is
Fig. 6.
produc
R ¼ 112VL
15ahvsig

; ð8:4Þ
where V is a characteristic velocity and L is a characteristic length. We take V = 0.1cs = dx, and the long diameter of the dia-
mond as L. The signal speed vsig ’ cs. When the particle spacing Dp = 0.025 and h = 1.3Dp then the Reynolds number is
approximately 240.

Because of the symmetry of the configuration X1 = X3, Y1 = Y3, h1 = �h2. The symmetry also requires that the Lagrange mul-

tipliers satisfy the condition
h
kð1ÞX ¼ kð2ÞX ; kð1ÞY ¼ kð1ÞY and kð1Þh ¼ �kð2Þh

i
.

The fluid particles were initially placed on a grid of square cells as described earlier for the oscillating cylinder. Particles
within approximately h of the boundary of the diamonds were omitted. The system was then damped for �7 s. During the
damping the diamonds were held fixed. After this time the diamonds move with the specified gait.

Fig. 6 shows the particle configuration of the central body and the velocity field 4200 steps after the damping has finished.
The particle spacing is 1/60, and there are approximately 21,000 particles. The particles maintain the symmetry to high accu-
racy as can be seen by checking the velocity vectors on the left and right sides of the central body. At time equivalent to 5000
steps, or two body oscillation periods after the damping, the Lagrange multipliers satisfy the symmetry conditions given
above to 1 part in 107, and the symmetry conditions on the centre of mass coordinates of the bodies are maintained to at
least 1 part in 105. The linear momentum was conserved to round off error. As mentioned earlier the angular momentum
is not conserved to round off error. However, in this case, because of the symmetry, the angular momentum was conserved
to 1 part in 108.

In order to estimate the convergence we ran the simulation with initial particle spacings of 1/20, 1/30, 1/40 and 1/60. We
show in Fig. 7 the y component of the velocity of the central body against time. We found there were slight constant phase
shift differences when the resolution was changed and, to estimate the effective amplitude errors, the results for all resolu-
tions apart from 1/60 were shifted in time. As an example the phase shift for resolution 1/40 was approximately 3% of the
period. This figure shows that the calculation with resolution 1/40 tracks that with resolution 1/60 closely with maximum
errors at the peaks and valleys.

If the mean square error in the velocity varies with particle spacing according to bhp then we can estimate p by comparing
the results for spacings 1/30 and 1/40 with those for 1/60. We calculate
�1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
r

Xr

i¼1

ðv30;i � v60;iÞ2
vuut ; ð8:5Þ
where for example, v30,i denotes the ith value of the y component of the velocity of body 2 with spacing 1/30, and we
calculate
The velocities of the SPH particles as the central body begins to move up. Note the excellent symmetry maintained by the particles, and the vortices
ed at the tips of the diamonds.



Fig. 7. The y component of the velocity of the body 2, the central body, against time for different resolutions. The results for particle spacing 1/20 are shown
by open circles, for spacing 1/30 by the continuous line, for spacing 1/40 by dark stars, and 1/60 by filled small circles. Note that the results for spacing 1/40
track those for 1/60 closely while the results for spacing 1/20 and 1/30 show large variations, especially near the peaks.
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�2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
r

Xr

i¼1

ðv40;i � v60iÞ2
vuut : ð8:6Þ
In order to calculate these summations we interpolated the velocities to 200 equi-spaced points in the range 8 6 t 6 22.
The ratio �1/�2 can be written in terms of the error according to
�1

�2
¼

1
30

� 	p � 1
60

� 	p

1
40

� 	p � 1
60

� 	p : ð8:7Þ
The solution of this equation gives p ’ 1.9 so that the convergence is nearly second-order.
In summary, the simulated flapping motion of the diamonds preserves the symmetry very accurately and, with the

parameters of the bodies and the periodic box we have used, a particle spacing of 1/40 gives a close approximation to that
with 1/60. The convergence of the velocity of the central body is nearly quadratic in h.

8.2.2. The motion of three linked ellipses
We now describe the motion of three linked, identical ellipses moving in a fluid in two dimensions. As mentioned earlier,

this system was considered by K05 for inviscid fluids and for both massless and neutrally buoyant bodies, and by Eldredge
[6] for a viscous fluid and massless bodies. K05 studied both forward and turning gaits, whereas Eldredge considered only the
forward gait. These authors assumed the fluid to be infinite in extent. In this paper we compute the motion with the forward
gait for neutrally buoyant bodies, and we use a periodic domain for the fluid.

The ellipses we consider have semi-major axis a = 2/9, semi-minor axis b = 0.2a, and distance from the end of the major axis
to the link or pivot point c = 0.2a. For the reasons discussed in the previous section, we place the boundary particles on an el-
lipse of semi-major axis a* = a � 0.5Dp and semi-minor axis b* = a � 0.5Dp, where Dp is the initial particle spacing. Hence the
distance between the tip of the ellipse formed by the boundary particles and the link is c* = c + 0.5Dp. The ellipses had mass
M = q0pab and moment of inertia I = M(a2 + b2)/4. The actual density of the fluid was set to 1.02q0 as in the case of flapping
diamonds. The boundary particles on the ellipse can be placed as desired. For example they could be closer together in regions
of small radius of curvature to delineate the boundary more accurately. However, for the present simulation we chose to make
the boundary particle spacing the same as the liquid particle spacing Dp. The fluid particles were placed on a grid of square cells
inside a cell of side 18a using periodic boundary conditions. Particles closer to the ellipses than a distance of� h were omitted.
For the calculations to follow the initial fluid particle spacing was Dp = 0.025 and h = 1.3Dp. As in the previous simulations the
bodies were held in a fixed position while the fluid SPH particles were allowed to come to equilibrium.

The forward gait of motion was specified by setting u1 = cos(xt) and u2 = sin(xt) (see K05 but note that our notation dif-
fers from theirs). We take the speed of sound cs to be 20ax and the signal velocity vsig ’ cs. In our simulations we take x to
be 1. We define a Reynolds number R by taking the characteristic velocity vtyp = 2ax and the characteristic length scale as 2a
so that
R ¼ xð2aÞ2

m
¼ 112

75a
a
h
: ð8:8Þ
We chose the initial velocities to be such that the initial linear and total angular momentum are zero (see Appendix A).
The initial velocities for this case are given in Table 2 and are independent of the size of the domain, and the viscosity. The
initial linear and angular velocities for the simulations of K05 and Eldredge [5] are not available. The initial coordinates of the
centre of mass of the central body were ðX2;Y2Þ ¼ ðxc � 0:5=

ffiffiffi
2
p

; yc þ 0:5=
ffiffiffi
2
p
Þ, where xc and yc are the coordinates of the cen-

tre of the box. The initial values of the angles were h1 = �1 and h2 = h3 = 0.
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Our results for all viscosities and for a range of a/b from 2 to 10 are in qualitative agreement with the calculations of K05
and Eldredge [5] which are characterised by a zig-zag motion of the centre of mass of the middle body as shown in Fig. 8 for
the case a/b = 5. The results differ in detail because K05 assume the flow is inviscid their strides are longer than we (and Eldr-
edge) get with non-zero viscosity. Our results also differ to those of Eldredge because he considers massless bodies, and the
distance from the tips of the ellipses to the link (pivot point) relative to the major axis of the ellipses in his calculations is
different from that of K05.

The stride length is defined as the distance between successive turning points in the same sense i.e. down then up (which
defines the lower set of turning points), or up then down (which defines the upper set of turning points). Fig. 8 shows that
the stride length is smaller when the viscosity is higher (larger a, smaller R) and that the loops at the turning points of the
trajectory are larger when the viscosity is higher. We found that the stride length, for a given viscosity, would vary from
stride to stride. The variance is �10% with a = 0.05, reducing to �4% with a = 0.002. A thorough exploration of the reason
for this variation, including a study of the influence of the viscosity, periodic boundaries and the resolution, will be presented
elsewhere.

8.2.3. Swimming through a free surface
As a final test of the convergence with resolution, and as an example of the flexibility of our method, we consider linked

bodies swimming out of a potential field and through a free surface. The fluid was held in an axisymmetric potential well
with a force proportional to r, where r is a radial vector from the origin. The linked bodies also feel this force, but if it is
not too strong, they are able to swim out of the fluid and through the free surface. This setup also allows us to test angular
momentum conservation under circumstances when it should be conserved exactly. Fig. 9 shows the configuration as the
bodies swim through the surface.

The linked bodies were set up the same way as described in Section 8.2.2. The fluid occupied a circular area of radius 1.5
and the centre of body 2 was initially at the origin. The external force/mass was taken as �0.1/r. With a particle spacing of
0.05, R was approximately 150.

We ran the simulation for initial particle spacings of 1/20, 1/30, 1/40 and 1/50 to calculate how the path followed by the
linked bodies converges with resolution. Fig. 10 illustrates the paths and shows that the differences increase as the bodies
swim closer to the surface. The path for Dp = 1/50 was used as a reference and the distances between the first upper peak and
that for the other resolutions were measured (shown by the open circles in Fig. 11). Similarly, the distances for the second
peak were measured and shown by the open square symbols in Fig. 11. The distances between the peak for 1/50 and another
resolution gives an estimate of the error, e. Fig. 11 also shows that the error is proportional to e / (Dp)2. The configuration of
the bodies and the fluid when the bodies are close to the surface is illustrated in Fig. 12. This figure shows that the state of the
Table 2
The initial velocities for the forward gait

Body 1 2 3

X �2.771 � 10�1 �2.771 � 10�1 7.229 � 10�1

_X �4.146 � 10�2 2.073 � 10�2 2.073 � 10�2

_Y �3.626 � 10�2 7.757 � 10�2 �4.131 � 10�2

Fig. 8. The path of the centre of mass of body 2 for the forward gait with a/b = 5. The solid line indicates the path for a = 0.002 or Reynolds number
R ’ 5100. The dotted line is for a = 0.05 or R ’ 200. The stride length increases as R increases, and the size of the loops at the peaks of the zig-zags increase
as R decreases.





fluid near the exit point of the first body is sensitively dependent on the resolution while the position of the bodies is much
less sensitive.

As mentioned previously, we expect the angular momentum to be well conserved in this test. We find that the angular
momentum is conserved to � 1 part in 106 and the error is /(dt)2 showing that it is due to the fact that the constraint con-
ditions are satisfied at the mid-point of the step and not at the end of the step as discussed in Section 5.

9. Conclusions

We have derived an SPH formulation of the problem of swimming linked bodies and applied it to the motion of three
linked bodies. Constraints associated with the linkage of the bodies, and the specification of the time variation of the orien-
tation angles of the bodies, have been included by using Lagrange multipliers which can be calculated efficiently using either
of two versions of the Newton–Raphson method. Boundaries were treated using boundary particles in a manner similar to
the immersed boundary method of Peskin [32,33] with the optimum positions of the particles being determined from the
drag on an oscillating cylinder. The form of the boundary force ensures linear and angular momentum are conserved by these
forces. The time stepping algorithm we use is similar to the symplectic Verlet integrator. In the absence of dissipation it is
reversible and conserves linear momentum exactly, but the conservation of angular momentum is not exact both because of
the periodic boundaries and because the constraints are satisfied at the end point of a step rather than at the mid-point. The
details are discussed in the text.

The method was first tested by calculating the drag on a cylinder with a specified oscillation, and the dynamics of a cyl-
inder tethered to a spring in a stream of fluid flowing through a channel. The agreement with other calculations and exper-
iments, where available, is good. The second set of experiments involved three linked bodies. The first of these involved the
flapping mode of three linked diamonds in periodic domain. The results showed that the conservation of symmetry, linear
and angular momentum was excellent. A convergence study showed close to quadratic convergence. The second experiment
involved three linked ellipses in a forward gait within a periodic domain. The results were in qualitative agreement with
those of K05 in an infinite inviscid fluid, and Eldredge [6] for massless bodies in an infinite viscous fluid. The final test in-
volved three linked ellipses swimming in a fluid with a free surface subject to a radial force. This test showed that our meth-
od is able to handle a free surface without difficulty. Convergence of the motion with resolution was found to be quadratic
although the coefficient becomes larger as the bodies approach the surface.

The formulation we have used is general and can be immediately applied to the motion of linked bodies in stratified flu-
ids, or with a free surface, or within complex boundaries, or with more complex constraints including those where the gait
depends on the positions of the bodies in the domain. The extension to three dimensions is straightforward. The further
extension to bodies covered by an elastic material is also straightforward and has applications to biological problems.
Appendix A. The initial conditions

In this paper, we choose initial conditions where the linear momentum of the linked bodies is zero and the total angular
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so that
Xkþ1 ¼ X1 þ ð _u1 þ _u2 þ _u3 þ � � � þ _ukÞ: ðA:2Þ
In the same way the constraints on the Xk and the Yk can be differentiated and for k > 1 each _Xk can be written in terms of
X1 and _X1 and _Yk can be written in terms of _Y1 and _X1. The condition that the total X component of momentum of the bodies
is zero in the case of three bodies can be written
ðM1 þM2 þM3Þ _X1 þ AX1 þ B ¼ 0; ðA:3Þ
where (with sk = sinhk and ck = coshk)
A ¼ M2ð‘1s1 þ ‘2s2Þ þM3ð‘1s1 þ 2‘2s2 þ ‘3s3Þ ðA:4Þ
and
B ¼ M2ð‘2s2 _u1Þ þM3ð2‘2s2 _u1 þ ‘3s3ð _u1 þ _u2ÞÞ: ðA:5Þ
In the same way the condition that the Y component of momentum vanishes reduces to
ðM1 þM2 þM3Þ _Y1 � DX1 � E ¼ 0; ðA:6Þ
where
D ¼ M2ð‘1c1 þ ‘2c2Þ þM3ð‘1c1 þ 2‘2c2 þ ‘3c3Þ ðA:7Þ
and
E ¼ M2ð‘2c2 _u1Þ þM3ð2‘2c2 _u1 þ ‘3c3ð _u1 þ _u2ÞÞ: ðA:8Þ
The angular momentum consists of the spin angular momentum and the angular momentum of the centre of mass of each
body about a fixed point which we choose as the centre of mass of the system of rigid bodies. With the same notation as
before, and denoting coordinates taken with respect to the centre of mass of the system by X and Y , the expression for
the total angular momentum becomes to
X1H ¼ G; ðA:9Þ
where
H ¼ I1 þ I2 þ I3 �M2ðX2ð‘1c1 þ ‘2c2Þ þ Y2ð‘1s1 þ ‘2s2ÞÞ �M3ðX3ð‘1c1 þ 2‘2c2 þ ‘3c3Þ þ Y3ð2‘2s2 þ ‘3s3ÞÞ ðA:10Þ
and
G ¼ �I2 _u1 � I3ð _u1 þ _u2Þ þM2 _u1ðX2‘2c2 þ Y2‘2s2Þ þM3ðX3ð2‘2c2 _u1 þ ‘3c3ð _u1 þ _u2ÞÞ þ Y3ð2‘2s2 _u1 þ ‘3s3ð _u1 þ _u2ÞÞÞ:
ðA:11Þ
Once X1 is calculated from (A.9), _X1 and _Y1 can be calculated from (A.3) and (A.6) after which _X2; _Y2; _X3; _Y3;X2 and X3 can be
calculated from the derivatives of the constraints.
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